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1. Harnessing AI-Enhanced 
Surveillance Capability



Enhancing Effectiveness







2. Limitations & the Need to 
Sustain Trust





Legal & Ethical Issues

• Data Ownership & Consent for Use: Do AI 

developers owe monetary or other kinds of 

obligations of justice (e.g. fair pricing) to the 

persons whose data is being used?

• Privacy: In March 2023, Italy placed a ban 

pending investigation into alleged data breach 

involving user conversations and payment 

information + mass collection and storage of 

personal data for “training” the algorithms 

underlying the operation of ChatGPT

• Data Representativeness & Bias: In the US 

context, will an algorithm to target patients for 

“high-risk care management” programs prioritise 

white over equally sick black patients?

• Informed Consent and the Right to Know 

we are dealing with an AI: Whether and 

when physicians / public health workers 

should disclose that an AI was involved

• Deepfakes: Create visual images that seem 

real but correspond to no real person

• Foundational Models, Oligopoly, 

Equitable Access & Environmental 

Effects: Incumbents create significant 

barriers to entry and solidifies the position of 

very large players like Open AI (affiliated 

with Microsoft) and Google

• Democratization of Access to knowledge 

and Individual Empowerment?

Less New New-ish





Epistemic Justice

Epistemic injustice arises when AI contributes to the credibility of a speaker’s testimony being 
discounted by her interlocutor due to prejudice against her social identity.

Testimonial epistemic injustice:

• The speaker is harmed in her capacity as a knower or a valid source of knowledge. The speaker 
could lose self-confidence or the intellectual capacity of forming beliefs.

• Testimonial epistemic injustice may become structural when institutional arrangements or 
practices continue to give effect to such exclusions.

Hermeneutic epistemic injustice: 

• Always structural

• Points to the interpretive resources that a society lacks in order to make sense of important 
aspects of a speaker’s experience because she belongs to a social group that has been unfairly 
marginalised in meaning-making activities.

• Includes differential access to the markers of credibility, ethnocentrism and shared reality biases. 



Shared Reality Bias

• Tendency for certain viewpoints or perspectives to converge based on groups of 
individuals who tend to interact frequently together.

• When such groups of individuals and their viewpoints or perceptions are segregated 
along the same lines that define group inequalities, the shared reality bias tends to 
insulate members of advantaged groups from those who are systematically 
disadvantaged.

• The viewpoint or perspective of the disadvantaged makes no sense to the advantaged 
because the interpretive resources developed by the latter are inadequate for 
understanding the experiences of those from whom they have been set apart.

• AI developers & users (including public health & healthcare professionals and 
researchers) are not immune to prejudicial forms of reasoning, since they are social 
agents whose beliefs and worldviews are embedded in wider social and experiential 
contexts.



3. Establishing an Environment of 
Trust







Data Privacy in Hong Kong
Personal Data (Section 2)

• Data that relates directly or indirectly to a living individual;

• From which it is practicable for the identity of the individual 

to be directly or indirectly ascertained; and

• That is in a form in which access to or processing of the data 

is practicable.

• Data is any representation of information (including opinion) 

in any document and includes a personal identifier.

• Must relate to a data user (i.e. controls the collection, 

holding, processing or use of the data) (Eastweek Publisher 

Ltd v PCPD [2000])

• Does not apply to deceased people or corporations.



PCPD (August 2021): 
Ethical Development and Use of AI



PCPD (August 2021): 
Oversight & Governance



eHR in Hong Kong
5 Guiding Principles

• Cap. 625 Electronic Health Record 

Sharing System Ordinance of Hong Kong.

• eHR development should be government-

led and should leverage HA's systems 

and know-how.

• Data privacy and system security of the eHR Sharing System should be accorded paramount 

importance and given legal protection.

• Participation in eHR sharing should be compelling but not compulsory for both patients and 

healthcare providers.

• eHR Sharing System should be based on open, pre-defined and common technical standards and 

operational protocols.

• Development of eHR Sharing System should be based on a building block approach, involving 

partnership with the private sector.



Prevention and Control of 

Disease Ordinance (Cap 599):

An Ordinance to provide for the 

control and prevention of 

disease among human beings; 

to prevent the introduction into, 

the spread in and the 

transmission from, Hong Kong 

of any disease, source of 

disease or contamination; to 

apply relevant measures of the 

International Health Regulations 

promulgated by the World 

Health Organization; and to 

provide for connected purposes.



Bluetooth technology applied 
hence user’s location data 
(SHS) or venue check-in data 
(LHS) only stored in the phone 
for up to 31 days.

Both apps underwent security 
and privacy assessment and 
audit in compliance with the 
Personal Data (Privacy) 
Ordinance.

From 1 June 2021, LHS App 
added the Electronic Vaccination 
& Testing Record function.

Apps developed by government.





• Among the four largest bay areas in the world 

(the other three being New York City, Tokyo, and San Francisco). 

• Total population of approximately 71.2 million people.

• Home to a large number of Chinese technology companies, including Huawei, 

ZTE Corporation, Tencent (the holding company of WeChat) and SenseTime.

• Key Dimensions: Law, Governance and Values (GBA is a policy construct, 

not a legal one); Health system and related infrastructures (e.g. data and 

research); Stakeholders and interests



4. Emerging Sub-Field: Infodemiology
and Infodemic Management



• During COVID-19 pandemic: mis-information, dis-information, 

mal-information, information overload

• WHO: An infodemic is an overabundance of information, accurate 

or not, in the digital and physical space, accompanying an acute 

health event such as an outbreak or epidemic.

• Only acute health events? Or also non-acute events such as 

AMR, NCDs, One Health, …?

Infodemic ManagementInfodemic Management



• The regular and systematic aggregation, filtering and monitoring 

of conversations and public discourse in a combination of 

traditional media, digital media, off-line and on-line sources of 

information that represent different populations and geographies 

(GAVI, UNICEF, WHO et al. 2021)

• Scale? big data? automatization? 

• Analysis (methods) & Synthesis (visualization, reporting)?

• Sources: mass media & social media?

Infodemic ManagementSocial Listening



• Social science methods (research)

• Marketing tool in the corporate sector (professional)

• Public health (research & professional)

Infodemic ManagementGenealogy of Social Listening



• GAVI, UNICEF, World Health Organization, et al. 2021: “Finding the Signal 

through the Noise: A landscape review and framework to enhance the 

effective use of digital social listening for immunisation demand generation”

• WHO & UNICEF, 2023: “How to build an infodemic insights report in 6 steps”

• Global Health Law Consortium and the International Commission on Jurists, 

draft of 20 May 2023: “Principles and Guidelines on Human Rights & Public 

Health Emergencies”

• WHO, 2017: “WHO Guidelines on Ethical Issues in Public Health Surveillance” 

• WHO, 2021: “Ethics and governance of artificial intelligence for health”

• Association of Internet Researchers, 2019: “Internet Research, Ethical 

Guidelines 3.0” 

Infodemic ManagementContext-Based Framework











Ethical and Regulatory 
Challenges
• Power imbalances

• Governance

• Working in conditions of 

uncertainty 

• Epistemic 

underdetermination

• Truth

• Revisability 

• Reliability 

• Certitude

• Infodemic management 

effectiveness





Top 10 ethical issues in the literature includes (see 

Appendix 1 to Manuscript):

1. Right to be informed truthfully

2. Trust and mistrust

3. [Surveillance & Social Listening represented a 

composite of issues]

4. Vulnerability and inequality

5. Free speech vs. Regulation

6. Privacy

7. Lack of community engagement

8. Informing vs. Manipulating

9. Honesty vs. Conflicts of interest

10. Lack of education

Top 5 ethical aims of infodemic management 

includes (discussed in manuscript):

1. Truthful communication and outreach

2. (Responsible and effective) surveillance

3. Community Engagement

4. Trust

5. Transparency



The main categories we identified were linked to “communication, media, and 

information”; “privacy, surveillance, and data ethics”; “ethics, responsibility, and 

governance”; “social equity and inclusivity”; and “public engagement and education.”

Focus of Manuscript on Ethical Aims



Truthful Communication and Outreach



Monitoring and Social Listening



Trust and Mistrust



Forthcoming WHO Ethics Guidance on 

Infodemic Management & Social Listening
Literature Review:

Key ethical principles 

are community 

engagement, 

empowerment through 

education, transparency, 

free speech versus 

regulation, informing 

versus manipulating 

behaviour, honesty and 

conflicts of interest, and 

good governance.

Ethical considerations and aims in forthcoming WHO ethics 

guidance document:

• Respect for human rights / human rights-based approach

• Preserve & build trust, reciprocal trust, trustworthiness

• Apply fair, equitable and inclusive processes of decision-

making

• Guarantee integrity of actors and actions

• Value public engagement

• Pursue understandability

• Driven by beneficence, effectiveness, & community benefit

• Balanced by necessity, utility, proportionality, and least 

intrusive approaches





5. Looking Ahead



Ethics & Governance of AI for Health

The WHO guidance on Ethics & Governance of Artificial 

Intelligence for Health (2021) identifies the ethical challenges 

and risks with the use of artificial intelligence of health, six 

consensus principles to ensure AI works to the public benefit of 

all countries.

Contains a set of recommendations that can ensure the 

governance of AI for health maximizes the promise of the 

technology and holds all stakeholders – in the public and private 

sector – accountable and responsive to the healthcare workers 

who will rely on these technologies and the communities and 

individuals whose health will be affected by its use.



6 Consensus Principles

1. Protecting human autonomy

2. Promoting human well-being and safety and 
the public interest

3. Ensuring transparency, explainability and 
intelligibility

4. Fostering responsibility and accountability

5. Ensuring inclusiveness and equity

6. Promoting AI that is responsive and 
sustainable









Incorporating New Datasets like Genomics 

Requires New Regulatory Capabilities



The notion of anticipatory governance is especially relevant to 

reconciling data-driven learning health systems with a human 

right to science. Anticipatory governance may be understood 

as a broad-based capacity extended through society that can act 

on a variety of inputs to manage emerging knowledge-based 

technologies while such management is still possible. (Knoppers 

2018)

The possibility for anticipatory governance relies on continuous 

evolution, where the discovery engine is governed by policies for 

complex collective innovation, and the negotiation of co-designed 

innovation futures informed by earlier foresight generated with 

the inclusion of knowledge generators, end users and evidence 

(including uncertainty) to imagine the possible multiplex futures

for innovations.

Regulatory Capability Requires 

an Anticipatory Character



Key source of more specific rights and freedoms to which all humans are 

entitled in relation to scientific progress and its applications.

• Article 27 of the Universal Declaration of Human Rights (UDHR)

• Article 15 of the International Covenant on Economic, Social and Cultural 

Rights (ICESCR)

At least three main components in implementation:

• The right of everyone to benefit from and contribute to scientific and 

technological progress (or HRS in the public interest sense)

• The right of scientists to do research and push forward science and 

technology (or HRS in a technical sense)

• Countries’ duty to provide an enabling environment (or HRS in a 

governance sense). “right for people to have a legislative and policy 

framework adopted and implemented which aims at making the benefits 

of scientific progress available and accessible—both through encouraging 

new scientific discoveries and through removing barriers for existing 

scientific knowledge to be used for public benefit”. [Evolving capacity]

Regulatory Governance Should Be Participatory



1. Static to Participatory

2. Passive Review to Collaborative Engagement

3. Public Health Protection to Capacitation

4. Transactional to Environmental

5. Epistemic hybridisation (ethics, law and human rights)

Conclusion: New Environment of Trust 
& New Governance Capabilities



THANK YOU!
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