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High rate of antimicrobial resistance 

41% Staphylococcus aureus are MRSA

27% Escherichia coli are resistant to 3rd generation cephalosporins 

CHP AMR surveillance 2023



Every day, we face an impossible dilemma. 

Stringent

antibiotic use to 

reduce AMR

Broad-spectrum

antibiotic use to 

ensure efficacy



Machine Learning

Can it help? 



What better way to 

understand this by 

asking AI itself? 







The clinical question of this study: 

Can we use existing healthcare data 
to predict the AST result in patients 
with UTI? 



Data engineering

Model development Model testing



Data collection



Data collection 

• Inclusion criteria – All adult patients with urinary tract infection and 
positive urine culture in PWH, NDH, and SH during the period 2015-
2020 

• Exclusion criteria 
• Asymptomatic bacteriuria 

• Discordance between blood culture and urine culture 

• Common contaminants in urine culture – coagulase-negative staphylococci, 
diphtheroids, viridans streptococci… 



Data collection

• Microbiology data: Laboratory Information System (LIS)

• All other data: Clinical Data Analysis and Reporting System (CDARS)

• The most significant challenge while collecting data is…
• The output size of CDARS is limited. 

• Larger datasets like blood investigations and medication history require 
multiple partitions (~50-100) to download.



What data 
did we 
obtain? 

Basic epidemiological 

information

Medication history 

Medical history

Past investigation results

Previous culture & 

sensitivity results



What are we predicting?

Antibiotic susceptibility in urine culture: 

Nitrofurantoin
susceptibility

Ciprofloxacin
susceptibility

Amoxicillin-clavulanate
susceptibility



Data wrangling & cleaning



What does CDARS 

output look like?
This is one of the 10 spreadsheets containing 

prior microbiological culture results…



Data cleaning 
Examination of initial data to look for potential issues 

• Outliers

• Missing values
• Deduction by domain knowledge 

• Imputation by MICE 

• Correlation matrix 
• Remove the highly correlated features

• Dimensionality reduction with Principal Component Analysis 



Data wrangling
Using microbiological data as example 

• Classification of organisms

• Escherichia coli belongs to the 
Enterobacterales order.

• Pseudomonas aeruginosa belongs to 
Non-fermenters. 

• Trichosporon asahii belongs to 
Yeasts.

• Classification of AMR 

• Providencia stuartii is intrinsically 
resistant to Nitrofurantoin. 

• Stenotrophomonas maltophilia is 
intrinsically resistant to 
Amoxicillin-clavulanate.



Data wrangling 

• Combine/Merge multiple datasheets into one single dataframe. 

• Each row represents one patient. 

• Each column represents one feature. 

• Combination and validation
• Excel: vlookup

• R: cbind

• No matter the function you use, always check after each combination. 



Data analysis and 
Model development



Data analysis 

• Software
• Microsoft 365 Excel: data cleaning and wrangling 

• R and the randomForest package: statistical analysis, machine learning 

• Hardware
• Razor Blade 15 (my laptop)



Exploratory data analysis:
Summary of key features



Other pre-ML processing 

• Train-test split 
• Data split into training set (2015-2019) and test set (2020)

• Training set: model training & development 

• Test set: model testing & evaluation 

• Scaling of features 
• Subtraction of mean and division by standard deviation 

• Mean = 0, SD = 1 

• Addressing class imbalance with resampling techniques 



Fitting various ML models to the data… 

Random Forest 

Support Vector Machine 

Decision Tree

Logistic regression 

Artificial neural network

Random Forest was the 

best performing model 

across all three antibiotics. 



What is Random Forest?
(Image generated by StableDiffusion XL® using the prompt “random forest”) 



Decision Tree

• Each node represents a decision rule 
based on a feature. 

• Subjects are divided into subgroups 
based on a series of rules (nodes).

• As more rules are applied (training), 
each subgroup becomes more 
homogenous (Gini index). 

• Training stops when Gini index is 0 or
there are no features left.

Classification result

Training data



Planting trees 
into a forest… 

Training dataset

Subset 1 Subset 3Subset 2 Subset N…

From each subset of data, a 

decision tree is created. 

With N subsets of data, 

there are N decision trees.

(Image generated by StableDiffusion XL® using the prompt “planting trees into a forest”) 



…

N smaller datasets from 

random sampling

Majority voting of the 

N decision trees

Model 

training

Model 

testing



Model testing



What makes a good model? 

Accuracy

Sensitivity

Specificity

NPV

PPV

Harmonic F1 score
(harmonic mean of precision and recall)

AUC-ROC





Model explainability 

ML models used to be black boxes. 

We know how to train them,  but we do 

not know how they make predictions.  

For humans to trust and use ML models, we 

need to understand how they work. 

Fortunately, there are methods to crack open 

these black boxes. 



SHapley Additive exPlanations (SHAP) values 

You cannot realise the value of a person until they are gone. 

X

Model output 
Model output 

without feature X

To determine the significance 

of a feature,  we look at the 

difference in model output by 

removing the feature. 

SHAP value is the difference

in model output after the 

feature is omitted.  



Ciprofloxacin Amoxicillin-clavulanate Nitrofurantoin

Most important feature:

Previous Ciprofloxacin susceptibility

Most important feature:

Previous Augmentin susceptibility

Various features are important.



Xie, Feng, et al. "A universal AutoScore framework to develop interpretable scoring systems 

for predicting common types of clinical outcomes." STAR protocols 4.2 (2023): 102302.



Conclusion 

• Random forest model aids judicious empirical antibiotics use in UTI. 

• Given the reasonable performance and accuracy, these accurate 
models may aid clinicians in choosing between different first-line 
antibiotics for UTI.



How about other sites of infection? 
This pipeline also works on bloodstream infection! 



Sakagianni, Aikaterini, et al. "Using machine learning to predict antimicrobial 

resistance―a literature review." Antibiotics 12.3 (2023): 452.



Where do we go from here?



In HA, we are sitting on a territory-wide 
dataset that goes back to the 1990s. 
We should be doing our absolute best to utilise this data to improve our care. 



Clinical microbiologists

Data scientist

Clinical representatives

IT support



• Identify key infections that drive 
antibiotic use for ML prediction 
• Surveys or point prevalence study on 

antimicrobial use for common infections.

• Examples – urinary tract infection, 
pneumonia, or undifferentiated sepsis. 

• Pipelines for data engineering
• Consistent methodology 

• Domain knowledge for encoding & 
interpretation of electronic data 

• Validation of data acquisition 

• Dilemmas with diagnostic codes 

How do we make it work?

BEFORE the model



• Model training and testing 

• If a single feature predominates, 

perhaps we don’t need an AI model. 

• Simple scoring system 

• Complex integrated AI system 

• Interpretability issues 

• Prospective evaluation 

How do we make it work?

CREATING the model



• Buy-in from clinicians 

• Model interpretability 

• Principles and pitfalls 

• Integration to ePR/CMS 

• Ongoing monitoring of the data 

pipeline and model performance

How do we make it work?

IMPLEMENTING the model



Change is constant  
Monitoring data and model performance

• An example is antibiotic breakpoint. 
• CLSI changed the breakpoint for Piperacillin-tazobactam (Tazocin) in 2022.

• Susceptible rate of Escherichia coli dropped from 94% in 2021 to 82% in 2022. 

• All things change with time, and so should our predictions. 
• Laboratory reporting practice, prescription pattern, patient population, 

community antimicrobial resistance burden… 

• To ensure patient safety, we need to regularly monitor the data and 
the model performance. 
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